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(Answer all Five Units 5 X 12 =60 Marks)

UNIT-I
Explain about biological neuron.
Briefly explain about the characteristics of artificial neural networks.
OR

What are the types of neuron activations functions?
Discuss about the supervised learning strategy.

UNIT-II

What are the limitations of “Perceptron” model? Explain.
Explain about back propagation learning.

OR

Explain Gradient descent method used in back propagation
algorithm.

UNIT-II

Explain the basic architecture and algorithm of discrete Hopfield
networks.

OR

Explain the concept of associative memory in ANN.
Describe hetero-associate network.

UNIT-IV

Differentiate between classical sets and fuzzy sets.
What are the properties of fuzzy sets?.

OR
Explain briefly about self-organizing feature maps
UNIT-V|

Explain about the development of rule base and decision making
system.

OR

Briefly explain about the artificial neural networks based short term
load forecasting.
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